
AI Use in Assessments – Overview for Candidates 

Overview 

This document has been put together for the purpose of informing candidates taking KS4 
qualifications. The content is a summarised version of the information included in the JCQ AI 
Use in Assessments: Protecting the Integrity of Qualifications document. 

 

What is AI use and what are the risks of using it in assessment? 

AI use refers to the use of AI tools to obtain information and content which might be used in 
work produced for assessments which lead towards qualifications.  

While the range of AI tools, and their capabilities, is likely to expand greatly in the near future, 
misuse of AI tools in relation to qualification assessments at any time constitutes malpractice. 
Teachers and students should also be aware that AI tools are evolving quickly but there are still 
limitations to their use, such as producing inaccurate or inappropriate content.  

AI chatbots are AI tools which generate text in response to user prompts and questions. Users 
can ask follow-up questions or ask the chatbot to revise the responses already provided. AI 
chatbots respond to prompts based upon patterns in the data sets (large language model) 
upon which they have been trained. They generate responses which are statistically likely to be 
relevant and appropriate. AI chatbots can complete tasks such as the following:  

Answering questions  

• Analysing, improving, and summarising text  

• Authoring essays, articles, fiction, and non-fiction  

• Writing computer code  

• Translating text from one language to another  

• Generating new ideas, prompts, or suggestions for a given topic or theme  

• Generating text with specific attributes, such as tone, sentiment, or formality  

 

AI chatbots currently available include:  

• ChatGPT (https://chat.openai.com/auth/login)  

• Jenni AI (https://jenni.ai)  

• Jasper AI (https://www.jasper.ai/)  

• Writesonic (https://writesonic.com/chat/)  

• Bloomai (https://huggingface.co/bigscience/bloom)  

• Google Bard (https://bard.google.com/) 

• Claude (https://claude.ai/) 

 

There are also AI tools which can be used to generate images, such as:  

• Midjourney (https://midjourney.com/showcase/top/)  

• Stable Diffusion (https://stablediffusionweb.com/)  
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• Dalle-E 2 (OpenAI) (https://openai.com/dall-e-2/)  

 

There are also AI tools which can be used to generate music. These include: 

• Soundraw (https://soundraw.io/) 

• wavtool (https://wavtool.com/) 

• Musicfy (https://create.musicfy.lol/) 

 

The use of AI chatbots may pose significant risks if used by students completing qualification 
assessments. As noted above, they have been developed to produce responses based upon the 
statistical likelihood of the language selected being an appropriate response and so the 
responses cannot be relied upon. AI chatbots often produce answers which may seem 
convincing but contain incorrect or biased information. Some AI chatbots have been identified 
as providing dangerous and harmful answers to questions and some can also produce fake 
references to books/articles by real or fake people. 

 

What is AI misuse? 

As has always been the case, and in accordance with section 5.3(k) of the JCQ General 

Regulations for Approved Centres (https://www.jcq.org.uk/exams-office/general-regulations/), 

students must submit work for assessments which is their own. This means both ensuring that 

the final product is in their own words, and isn’t copied or paraphrased from another source 

such as an AI tool, and that the content reflects their own independent work. Students are 

expected to demonstrate their own knowledge, skills and understanding as required for the 

qualification in question and set out in the qualification specification. This includes 

demonstrating their performance in relation to the assessment objectives for the subject 

relevant to the question/s or other tasks students have been set. While AI may become an 

established tool at the workplace in the future, for the purposes of demonstrating knowledge, 

understanding and skills for qualifications, it’s important for students’ progression that they do 

not rely on tools such as AI. Students should develop the knowledge, skills and understanding 

of the subjects they are studying.  

Students must be able to demonstrate that the final submission is the product of their own 

independent work and independent thinking. 

• AI misuse is where a student has used one or more AI tools but has not appropriately 

acknowledged this use and has submitted work for assessment when it is not their own. 

Examples of AI misuse include, but are not limited to, the following:  

• Copying or paraphrasing sections of AI-generated content so that the work submitted 

for assessment is no longer the student’s own  

• Copying or paraphrasing whole responses of AI-generated content  

• Using AI to complete parts of the assessment so that the work does not reflect the 

student’s own work, analysis, evaluation or calculations  
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• Failing to acknowledge use of AI tools when they have been used as a source of 

information  

• Incomplete or poor acknowledgement of AI tools  

• Submitting work with intentionally incomplete or misleading references or 

bibliographies.  

AI misuse constitutes malpractice as defined in the JCQ Suspected Malpractice: Policies and 

Procedures (https://www.jcq.org.uk/exams-office/malpractice/). The malpractice sanctions 

available for the offences of ‘making a false declaration of authenticity’ and ‘plagiarism’ include 

disqualification and debarment from taking qualifications for a number of years. Students’ 

marks may also be affected if they have relied on AI to complete an assessment and, as noted 

above, the attainment that they have demonstrated in relation to the requirements of the 

qualification does not accurately reflect their own work.  

Examples of AI misuse cases dealt with by awarding organisations can be found in the next 

section. 

 

AI Misuse Examples 

Introduction  

The following are anonymised examples from recent malpractice cases involving the misuse of 

AI tools. Please note that although specific subjects are identified in the examples below, the 

circumstances described, and the associated actions and sanctions could be applied to any 

qualification as appropriate. We have chosen the following so as to give examples which cover 

a range of different contexts, including where centres have reported AI misuse concerns and 

where awarding body assessment personnel have identified potential issues. The final example 

is an example of what can go wrong when word processors have not been correctly set up for 

examinations.  

 

Plagiarism – AI misuse  

Awarding body: AQA 

Qualification: A Level History NEA  

A centre reported that the teacher for A Level History had concerns relating to two candidates’ 

NEA submissions. The concerns were that multiple sections were inconsistent with other parts 

of the candidates’ work and the candidates’ usual level and style of writing.  

The centre used AI detection software to follow up on the teacher’s concerns. The centre’s 

review identified the following.  

Candidate A: The AI detection software identified the work as being highly likely to have been 

generated by AI. This candidate admitted using ChatGPT to generate a guideline for their own 
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work and claimed that they had accidentally submitted the guideline instead of their own 

work.  

Candidate B: The AI detection software identified the work as being potentially generated by 

AI, and likely a combination of AI and human input. This candidate admitted using ChatGPT for 

some of the content of their work, for both the improvement of their own work as well as the 

creation of entirely new content.  

The centre reported both candidates to the awarding body and provided confirmation that the 

candidates had been issued all relevant ‘information for candidates’ documents and that the 

candidates had signed the declaration of authenticity to declare that the work completed was 

their own.  

Both candidates were found to have committed malpractice. Candidate A was disqualified 

from the A Level History qualification and candidate B received a loss of all marks gained for 

the A Level History NEA component.  

 

Awarding body: OCR 

Qualification: Cambridge Nationals Enterprise and Marketing  

The moderator raised concerns of suspected plagiarism in a unit of the above qualification, due 

to a lack of referencing seen within candidates’ work.  

Through using Turnitin, two candidates were identified who may have potentially used AI tools, 

or Large Language Models (LLMs), to generate content for at least one Learning Objective. 

These included explanations of different business terms and financial analyses.  

One candidate admitted to using ChatGPT in the later parts of their coursework as they had 

not understood some of the questions and felt that assistance from their teacher was “too 

infrequent”. They stated that their logic was that it was no different to asking a teacher for 

advice as the AI tool would take information from across the internet and since they were 

asking specific questions, the ‘reply’ from the AI tool would be the same as getting teacher 

advice and feedback. 

The other candidate admitted that they had used an AI tool to generate content for their work 

but couldn’t remember which sections of work had been their own.  

Although the cohort had been told about plagiarism and how to avoid it, there had been no 

specific mention of AI tools – despite AI misuse being a form of plagiarism.  

Based on the evidence provided by the centre, it was determined that the two candidates 

would receive zero marks for the affected Learning Objectives.  

 

Awarding body: Pearson 

Qualification: Extended Project P301  



During a regular review of work for the purposes of identifying potential AI misuse, a 

candidate’s Extended Project submission was identified by detection software as containing 

several unreferenced sections of AI generated content. A further manual evaluation of the 

submission concluded that multiple sections of the work included extensive indicators 

associated with generative AI. Upon contacting the centre, the candidate declined to provide a 

statement explaining the concerns, and the case was referred to Pearson’s Malpractice 

Committee for consideration.  

Following a careful review of the available evidence, the Malpractice Committee found the 

candidate to be in breach of the JCQ AI Use in Assessments guidance which defines as 

malpractice “copying or paraphrasing sections of AI-generated content so that the work 

submitted for assessment is no longer the student’s own” and “failing to acknowledge use of AI 

tools when they have been used as a source of information”.  

The Malpractice Committee determined that, as the result of the malpractice, the candidate be 

disqualified from the qualification.  

 

Awarding body: AQA 

Qualification: GCSE Religious Studies  

A candidate’s word processed exam script was escalated to the malpractice team by the 

examiner marking it because they had identified frequent American spellings and they felt the 

highly sophisticated language and concepts it contained were not consistent with GCSE level 

work.  

The candidate’s word processed script was reviewed using AI detection software which 

returned a high probability score for the use of AI. The candidate was asked to provide a 

statement, in which they denied the use of AI.  

After consideration of the evidence gathered, it was decided that the candidate had breached 

examination conditions and used AI for the production of answers in their examination. The 

candidate received a loss of all marks gained for a component. Post-results, it was also 

concluded by the centre that the candidate’s marks and grades were not consistent with 

expectation or previous attainment. Following the outcome of this case and the disparity in 

performance flagged by the centre, all of the candidate’s assessments were processed through 

AI detection software which showed multiple components were affected. The outcome was 

that the candidate received a loss of all marks gained for the affected components.  

The candidate’s word processor had not been correctly set up. Internet access should have 

been disabled for the word processor, which would have prevented this malpractice from 

occurring. As part of the investigation, the awarding body sought to ensure that such incidents 

could not recur. The centre gave details of the steps that would be taken to prevent a 

recurrence of this issue, which included the re-training of invigilators on word processor set up. 

 

 



Acknowledging AI use 

It remains essential that students are clear about the importance of referencing the sources they have 

used when producing work for an assessment, and that they know how to do this. Appropriate 

referencing is a means of demonstrating academic integrity and is key to maintaining the integrity of 

assessments. If a student uses an AI tool which provides details of the sources it has used in generating 

content, these sources must be verified by the student and referenced in their work in the normal way. 

Where an AI tool does not provide such details, students should ensure that they independently verify 

the AI-generated content – and then reference the sources they have used.  

In addition to the above, where students use AI, they must acknowledge its use and show clearly how 

they have used it. This allows teachers and assessors to review how AI has been used and whether that 

use was appropriate in the context of the particular assessment. This is particularly important given 

that AI-generated content is not subject to the same academic scrutiny as other published sources.  

Where AI tools have been used as a source of information, a student’s acknowledgement must show 

the name of the AI source used and should show the date the content was generated. For example: 

ChatGPT 3.5 (https://openai.com/blog/chatgpt/), 25/01/2024. The student must, retain a copy of the 

question(s) and computer-generated content for reference and authentication purposes, in a non-

editable format (such as a screenshot) and provide a brief explanation of how it has been used.  

This must be submitted with the work the student submits for assessment, so the teacher/assessor is 

able to review the work, the AI-generated content and how it has been used. Where this is not 

submitted, and the teacher/assessor suspects that the student has used AI tools, the teacher/assessor 

will need to consult the centre’s malpractice policy for appropriate next steps and should take action to 

assure themselves that the work is the student’s own. Further guidance on ways this could be done are 

set out in the JCQ Plagiarism in Assessments guidance document (see link below).  

The JCQ guidance on referencing can be found in the following:  

• Plagiarism in Assessments (https://www.jcq.org.uk/exams-office/malpractice/plagiarism-in-

assessments---guidance-for-teachersassessors/)  

• Instructions for conducting coursework (https://www.jcq.org.uk/wp-

content/uploads/2022/08/Coursework_ICC_22-23_FINAL.pdf)  

• The Information for Candidates documents (https://www.jcq.org.uk/exams-office/information-

for-candidates-documents) 

Other actions which should be considered in relation to acknowledging AI use are:  

a) Students being reminded that, as with any source, poor referencing, paraphrasing and copying 

sections of text may constitute malpractice, which can attract severe sanctions including 

disqualification – in the context of AI use, students must be clear what is and what is not 

acceptable in respect of acknowledging AI content and the use of AI sources. For example, it 

would be unacceptable to simply reference ‘AI’ or ‘ChatGPT’, just as it would be unacceptable 

to state ‘Google’ rather than the specific website and webpages which have been consulted;  

b) Students should also be reminded that if they use AI so that they have not independently met 

the marking criteria, they will not be rewarded 
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